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Thesis Statement
● Language models are getting better at many tasks
● But we do not know their internal reasoning processes
● And individual behaviors are hard to manipulate
● The main goals of work are to develop and evaluate tools for:
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1. Explaining why language models produce the outputs they do
2. Exercising fine-grained control of language model behaviors



Language Models

Language Models are increasingly 
capable and general systems
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Image: CRFM

https://arxiv.org/pdf/2108.07258.pdf


Language Models

● Model Pretraining 
(youʼre building an LLM)

● Model Deployment
(youʼre given an LLM)

● Sociotechnical Challenges
(youʼre shaping the broader 
AI ecosystem)
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Improving LLM safety:

Image: CRFM

https://arxiv.org/pdf/2108.07258.pdf


Language Models

Improving LLM safety:
● Model Pretraining
● Model Deployment
● Sociotechnical Challenges
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Image: CRFM
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Language Models

Improving LLM safety:
● Model Pretraining
● Model Deployment

○ Interpretability
○ Fine-grained Control
○ Deleting Sensitive Info

● Sociotechnical Challenges
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Image: CRFM
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Roadmap
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Definitions
● A model is interpretable if we can form accurate beliefs about how it works
● “How it works” = causal chains of events that lead to model outputs
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Why Interpretability?
● We evaluate models with test data  →  accuracy
● But can we verify their reasoning?

Hase et al.
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(Jacovi et al., 2020)

Works as intended 
in general

Works as intended 
on test cases

Explanation Testing

https://arxiv.org/pdf/2010.07487.pdf


Why Interpretability?
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Example adapted from 
Lakkaraju et al. (2022)

https://arxiv.org/pdf/2202.01875.pdf


Why Interpretability?

Hase et al.

12

Example adapted from 
Lakkaraju et al. (2022)

vs…

https://arxiv.org/pdf/2202.01875.pdf
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Example adapted from 
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Evaluating Explainable AI
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ACL 2020



Evaluating Explainable AI
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● We propose a study design for measuring simulatability of an ML system
● An ML system is simulatable when a person can predict its outputs

     Simulatable → person has a good mental model of system
 Explanation improves simulatability → explanation reveals causal chains behind behavior
 Explanation improves simulatability → explanation is faithful

● We measure the effect of explanations on simulatability



Evaluating Explainable AI
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Test 1: Forward Simulation Test
● Predict model outputs before/after examples are explained to them
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Evaluating Explainable AI
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Test 1: Forward Simulation Test
● Predict model outputs before/after examples are explained to them



Evaluating Explainable AI
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Test 2: Counterfactual Simulation Test
● Predict model outputs before/after similar examples are explained to them



Evaluating Explainable AI
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Test 2: Counterfactual Simulation Test
● Predict model outputs before/after similar examples are explained to them



Evaluating Explainable AI
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Test 2: Counterfactual Simulation Test
● Predict model outputs before/after similar examples are explained to them



Evaluating Explainable AI

Hase et al.

27

● Train neural networks on sentiment analysis and income prediction tasks
● Four local explanation methods
● 2166 responses from 29 undergraduates (in-person tests)
● Hypothesis testing done by block bootstrap

Experiment Setup



Evaluating Explainable AI
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Evaluating Explainable AI

● LIME improves simulatability for tabular data
○ 70.74% → 81.99% accuracy, +11.25 (+/- 8.83) ppts, p=.014
○ (across forward and counterfactual tests)

● Prototype model improves counterfactual simulatability
○ 63.13% → 72.66% accuracy, +9.53 (+/- 8.55) ppts, p=.032
○ (across datasets)

● Other estimates do not significantly differ from 0 (p <.05)
○ LIME for text
○ Prototype for forward sim.
○ Anchor explanations
○ Counterfactual explanations

Hase et al.
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Main Results



Evaluating Explainable AI

● Do users know when explanations are good?
○ Ask users to rate explanations on 1-7 scale
○ “Does this explanation show me why the system thought what it did?” 
○ Estimate simulation score from ratings

● No! (Ratings not statistically significant predictor of faithfulness)

Hase et al.
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Subjective Ratings



Evaluating Explainable AI

● LIME worked with low-dimensional tabular data
● Local explanations fail to reveal how models work over huge data spaces
● …and counterfactual scenarios
●  Users canʼt tell when explanations are good or not

Hase et al.
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Conclusions



Evaluating Explainable AI

● [2023] Language Models Donʼt Always Say What They Think: Unfaithful 
Explanations in Chain-of-Thought Prompting

● [2023] Do Models Explain Themselves? Counterfactual Simulatability of Natural 
Language Explanations

● [2023] Faithfulness Tests for Natural Language Explanations
● [2023] ALMANACS: A Simulatability Benchmark for Language Model Explainability
● [2024] Towards Consistent Natural-Language Explanations via 

Explanation-Consistency Finetuning
● [2024] Bias-Augmented Consistency Training Reduces Biased Reasoning in 

Chain-of-Thought

Hase et al.
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Recent studies with LLMs…
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Fine-grained Control Model Editing

Deleting Sensitive Info Machine Unlearning



https://en.wikipedia.org/wiki/Mary_L._Good 3/9/23

Why Fine-grained Control?
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Wrong

Wrong

Wrong

Wrong



https://en.wikipedia.org/wiki/Mary_L._Good 2/13/24

Why Fine-grained Control?
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Wrong

Right

Right

Wrong

Fast forward one year…



Why Fine-grained Control?

● Pretraining and finetuning large models over lots of data is expensive
● We can identify errors, but want to avoid re-training
● Want to fix errors one at a time

Hase et al.
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Usual argument goes like…



Why Fine-grained Control?
Usual argument goes like…
● Pretraining and finetuning large models over lots of data is expensive
● We can identify errors, but want to avoid re-training - would this even work?
● Want to fix errors one at a time

Hase et al.
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Roadmap
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Deleting Sensitive Info Machine Unlearning



Model Editing - Background
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(De Cao et al., 2020)

Before Edit After Edit

https://aclanthology.org/2021.emnlp-main.522.pdf


Model Editing

● Editing = updating = revising
● What are we editing?
● “Fact” and “knowledge” seem awkward if information isnʼt true
● “Belief” feels appropriately weaker
●  Dennett (1995) characterizes a belief as:

Hase et al.
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An informational state decoupled from any motivational state

● More to say on criteria for belief…(Dretske, 1981)
● This problem has been called belief revision in CS+philosophy since 1979 (Doyle)

A word on terminology…

https://dl.tufts.edu/concern/pdfs/rj430g708
https://mitpress.mit.edu/9780262540384/knowledge-and-the-flow-of-information/
https://apps.dtic.mil/sti/pdfs/ADA078419.pdf


Model Editing

Hase et al.
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EACL 2023



Model Editing
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1. How should we evaluate model edits?
2. Can we continually update a model with new beliefs?

Two main research questions:



Model Editing
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● How should we evaluate model edits?



Model Editing
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● How should we evaluate model edits?



Model Editing
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● How should we evaluate model edits?



Model Editing
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● How should we evaluate model edits?



Model Editing
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● How should we evaluate model edits?



Model Editing

● Main conclusions:

1. Fixing one error works well, but fixing many errors is difficult
2. Harder to fix errors than to create them
3. Harder to generalize to entailed data than paraphrases
4. Harder to retain performance on local data than random data
5. Updates greatly improve consistency (model was wrong in inconsistent ways)

Hase et al.
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● Continual belief updating - hypernetwork weight editing on t5-base



Model Editing
● Continual belief updating - hypernetwork weight editing on t5-base
● Since 2021…

Hase et al.

49



Model Editing - Recent Work
● Continual belief updating - MEMIT weight editing on GPT-J (Meng et al., 2022)

Hase et al.
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~= Update Success (Main Input)
Pretty good at 10k edits

https://arxiv.org/pdf/2210.07229.pdf


Model Editing - Recent Work
Continual belief updating - MEMIT weight editing on GPT-J (Meng et al., 2022)
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No entailment evaluation

Entailment is hard to measure
● We adapted data from LeapOfThought (Talmor et al., 2020), but itʼs a little synthetic

Recent work:
1. Evaluating the Ripple Effects of Knowledge Editing in Language Models               

(Cohen et al., 2023)
2. MQuAKE: Assessing Knowledge Editing in Language Models via Multi-Hop Questions  

(Zhong et al., 2023)

https://arxiv.org/pdf/2210.07229.pdf
http://128.84.4.27/pdf/2006.06609
https://arxiv.org/pdf/2307.12976.pdf
https://arxiv.org/pdf/2305.14795.pdf


Model Editing

Hase et al.
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Model editing is increasingly useful for fine-grained control…
…but needs stronger evals focusing on fixing errors and measuring entailment

Conclusions
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Definitions + Motivation
● Refer to ethically sensitive information as sensitive information
● In pretraining, LLMs learn…

○ Personal information
○ Copyrighted information
○ Knowledge that could be used to harm others

(e.g. instructions for crimes, CBRN weapons)
○ Various toxic beliefs/content
○ Factual information that has gone out of date (could become misinfo)

● We would like to remove this information from LLMs

(yes there are dual-use concerns)

Hase et al.
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Definitions + Motivation
● Deleting information from LLMs is underdefined
● Finetuning (RLHF, SFT, safety training, etc.) appears to hide rather than remove 

sensitive information (Zou et al., 2023)
● This is a model editing problem – update individual beliefs in a model

Hase et al.
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https://arxiv.org/pdf/2307.15043.pdf


Roadmap
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Unlearning in LLMs

Patil + Hase et al.
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ICLR 2024
Spotlight



Unlearning in LLMs
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Patil + Hase et al.
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Patil + Hase et al.



Unlearning in LLMs
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Patil + Hase et al.



Unlearning in LLMs
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Patil + Hase et al.



Unlearning in LLMs
Threat model - “is info truly deleted?”
● Adversary seeks answer A to question Q
● Given a model, adversary obtains candidate set C of size B (budget)
● Adversary succeeds if A is in C

Why B attempts?
1. Password attempts
2. Parallel pursuit
3. Verification by data owner (or auditor)

Previous frameworks focused on formal guarantees of similarity to retrained model 
(Cao and Yang, 2015)

62

Patil + Hase et al.

https://www.ieee-security.org/TC/SP2015/papers-archived/6949a463.pdf


Unlearning in LLMs
Deletion metric - How good is defense?

63

Need to balance:

1. AttackSuccess: whether answer is in candidate set
2. Damage: change in model accuracy for other questions

Patil + Hase et al.



Unlearning in LLMs
Applying model editing for deletion  - This is the defense

Tasks/data:
● Our testbed is factual information (CounterFact and ZSRE)
● Filter to questions with single-token answers, known by GPT-J model we attack

Model editing:
● Optimizers: 

○ AdamW, ROME, MEMIT
● Objectives: 

○ Error Injection → say something else
○ Fact Erasure → minimize answer probability
○ Empty Response → say “I donʼt know”

64

Patil + Hase et al.



Unlearning in LLMs
Attacking models for “deleted” info
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Whitebox Attack

Patil + Hase et al.



Unlearning in LLMs
Attacking models for “deleted” info
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Whitebox Attack Blackbox Attack

Patil + Hase et al.



Unlearning in LLMs
Results
1. 38% attack success at B=10 for GPT-J facts deleted by ROME + Empty Response

67

Patil + Hase et al.



Unlearning in LLMs

● Blackbox defense reduces to paraphrase + adversarial robustness
● Whitebox defense: delete information wherever it appears in model

68

Patil + Hase et al.

Improving Defense Methods



Unlearning in LLMs
Improving Defense Methods
● Blackbox defense reduces to paraphrase + adversarial robustness
● Whitebox defense: delete information wherever it appears in model
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Patil + Hase et al.



Unlearning in LLMs
Improving Defense Methods
● Blackbox defense reduces to paraphrase + adversarial robustness
● Whitebox defense: delete information wherever it appears in model
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Maximize entropy

Patil + Hase et al.



Unlearning in LLMs

1. Up to 38% attack success for GPT-J facts deleted by ROME+Empty Response (B=10)

With whitebox defense
2. “Foreseen” whitebox attack: 37% → 1.7% 
3. “Unforeseen” whitebox attack: 38% → 2.4% 
4. Blackbox attack rate seems unchanged

See paper for blackbox defense

71

Patil + Hase et al.

Results



Unlearning in LLMs

● Want to delete sensitive information under adversarial extraction attacks
● Whitebox defenses help, but safety standards for deletion will vary

72

Patil + Hase et al.

Conclusions
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2020 2021

Evaluating Explainable AI: Which 
Algorithmic Explanations Help 
Users Predict Model Behavior?

Leakage-Adjusted Simulatability: 
Can Models Generate Non-Trivial 
Explanations of Their Behavior in 
Natural Language?

When Can Models Learn From 
Explanations? A Formal 
Framework for Understanding the 
Roles of Explanation Data

The Out-of-Distribution Problem 
in Explainability and Search 
Methods for Feature Importance 
Explanations

Do Language Models Have 
Beliefs? Methods for Detecting, 
Updating, and Visualizing Model 
Beliefs

2022 2023

VisFIS: Visual Feature Importance 
Supervision with 
Right-for-the-Right-Reason 
Objectives

Does Localization Inform Editing? 
Surprising Differences in 
Causality-Based Localization vs. 
Knowledge Editing in Language 
Models

Can Sensitive Information Be 
Deleted From LLMs? Objectives for 
Defending Against Extraction 
Attacks



Big Picture

Hase et al.

76

2020 2021

Evaluating Explainable AI: Which 
Algorithmic Explanations Help 
Users Predict Model Behavior?

Leakage-Adjusted Simulatability: 
Can Models Generate Non-Trivial 
Explanations of Their Behavior in 
Natural Language?

When Can Models Learn From 
Explanations? A Formal 
Framework for Understanding the 
Roles of Explanation Data

The Out-of-Distribution Problem 
in Explainability and Search 
Methods for Feature Importance 
Explanations

Do Language Models Have 
Beliefs? Methods for Detecting, 
Updating, and Visualizing Model 
Beliefs

2022 2023

VisFIS: Visual Feature Importance 
Supervision with 
Right-for-the-Right-Reason 
Objectives

Does Localization Inform Editing? 
Surprising Differences in 
Causality-Based Localization vs. 
Knowledge Editing in Language 
Models

Can Sensitive Information Be 
Deleted From LLMs? Objectives for 
Defending Against Extraction 
Attacks

Interpretability            Model Control



Big Picture

Hase et al.

77

2020 2021

Evaluating Explainable AI: Which 
Algorithmic Explanations Help 
Users Predict Model Behavior?

Leakage-Adjusted Simulatability: 
Can Models Generate Non-Trivial 
Explanations of Their Behavior in 
Natural Language?

When Can Models Learn From 
Explanations? A Formal 
Framework for Understanding the 
Roles of Explanation Data

The Out-of-Distribution Problem 
in Explainability and Search 
Methods for Feature Importance 
Explanations

Do Language Models Have 
Beliefs? Methods for Detecting, 
Updating, and Visualizing Model 
Beliefs

2022 2023

VisFIS: Visual Feature Importance 
Supervision with 
Right-for-the-Right-Reason 
Objectives

Does Localization Inform Editing? 
Surprising Differences in 
Causality-Based Localization vs. 
Knowledge Editing in Language 
Models

Can Sensitive Information Be 
Deleted From LLMs? Objectives for 
Defending Against Extraction 
Attacks

Interpretability            Model Control+



Big Picture

Hase et al.

78

2020 2021

Evaluating Explainable AI: Which 
Algorithmic Explanations Help 
Users Predict Model Behavior?

Leakage-Adjusted Simulatability: 
Can Models Generate Non-Trivial 
Explanations of Their Behavior in 
Natural Language?

When Can Models Learn From 
Explanations? A Formal 
Framework for Understanding the 
Roles of Explanation Data

The Out-of-Distribution Problem 
in Explainability and Search 
Methods for Feature Importance 
Explanations

Do Language Models Have 
Beliefs? Methods for Detecting, 
Updating, and Visualizing Model 
Beliefs

2022 2023

VisFIS: Visual Feature Importance 
Supervision with 
Right-for-the-Right-Reason 
Objectives

Does Localization Inform Editing? 
Surprising Differences in 
Causality-Based Localization vs. 
Knowledge Editing in Language 
Models

Can Sensitive Information Be 
Deleted From LLMs? Objectives for 
Defending Against Extraction 
Attacks

Interpretability            Model Control+



Acknowledgements
● My advisor: Mohit Bansal
● Co-authors: Shiyue Zhang, Swarnadeep Saha, Miles Turpin, Zhuofan Ying, Thomas 

Hofweber, Harry Xie, Vaidehi Patil, Xiang Zhou, Stephen Casper, Prateek Yadav, Han Guo, 
and Archiki Prasad (among others)

● Internship Supervisors: Asma Ghandeharioun, Been Kim, Sarah Wiegreffe, Peter Clark, 
and Srinivasan Iyer

● Friends & Family: Michael, Tyler, Tom, Thomas, Alex, Joe, Sarah, Serge, Archana, David, 
Deblina, Grace, Miles, Juan, Kevin, Mark, Kaleigh, Justin, George, and my parents, Steve 
and Ashley Hase

● Funders: Google, UNC Graduate School, NSF, DARPA

Hase et al.

79



Thank You!
PDFs + code: https://peterbhase.github.io/research/ 

Contact Info:
Peter Hase, UNC Chapel Hill
peter@cs.unc.edu
https://peterbhase.github.io  
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https://peterbhase.github.io/research/
https://peterbhase.github.io


Model Editing
● What else can we do with model editing?
● Letʼs look at connections between model beliefs
● Beliefs are connected when changing one leads the other to change

○ Update belief A → observe a change in belief B

Hase et al.
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Model Editing
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…or t5-base knowledge not 
structured very logically

Editing not very precise…


