
Research Statement Peter Hase, Anthropic

Executive Summary
My research focuses on problems in NLP and AI Safety, where my goal is to develop interpretable
and controllable language models. The areas I am most interested in include:

1. Interpretability (13 publications: 4 NeurIPS, 2 EMNLP, 1 ICLR, 1 ACL, 1 TMLR, etc.)

2. Model Editing (5 publications: 2 TMLR, 1 ICLR, 1 Nature Machine Intelligence, 1 EACL)

3. Scalable Oversight (2 publications: 1 ACL, 1 NeurIPS)

Progress in these areas will be critical for ensuring that AI systems operate in a transparent and adjustable
manner, laying the foundation for safe deployments of AI in society.

Introduction and Motivation
In a 2022 survey, 36% of NLP experts agreed that “AI decisions could cause nuclear-level catastrophe”
in this century [Michael et al., 2023]. This survey was conducted prior to the release of ChatGPT.

The research community’s now-common concern about extreme risks from AI highlights that long-
standing problems in AI safety are as important as ever. Large language models (LLMs) are increasingly
being used not only for decision support but also as the backbone of autonomous AI agents. While
these applications show promise in automating menial human labor and even accelerating progress in
the sciences, they pose key risks of misuse and over-reliance, or in the case of agents, misalignment
between their goals and human values. Work on better understanding LLM capabilities and improving
model safety will be crucial for reducing these risks. To address these challenges, my research focuses
on foundational problems at the intersection of NLP and AI safety:

1. Interpretability: It is hard to verify that ML models are right for the right reasons. Verifying
model reasoning is crucial for ensuring proper generalization, as we cannot test models on every
possible input they might face in deployment.

2. Controllability: We want to be able to steer individual behaviors in models on demand, since pre-
trained models will need continual adjustment of specific knowledge and beliefs about the world.

Often, these topics intersect. Interpretability methods should improve our causal understanding of mod-
els and therefore our ability to control their behaviors. My research in these areas has earned spotlight
awards at top machine learning conferences (NeurIPS, ICLR), been recognized through a Google PhD
Fellowship, and reached wider audiences through Nature magazine [Hutson, 2024] and popular podcasts
like TWIML [Charrington, 2024].

Interpretable and Controllable Language Models
Evaluating Interpretability. Historically, many interpretability methods have been introduced with
convincing case studies, only to later fail basic sanity checks, like providing similar explanations for
randomly initialized models as for trained models [Adebayo et al., 2018]. As a result, there has been a
clear need for stronger evaluations in the area.

We developed human subject tests for rigorously assessing explanation faithfulness, i.e. how well ex-
planations represent model reasoning (300+ citations: Hase and Bansal [2020]). Using simulation tests
(Fig. 1), we showed that a number of widely popular interpretability methods failed to improve causal
understanding of even small neural networks on relatively simple tasks, with the one exception of local
linear explanations on tabular data. Our framework has influenced later work evaluating both mechanis-
tic interpretability methods as well as Chain-of-Thought explanations [Anwar et al., 2024].
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Figure 1: Simulation tests measure whether explanations help us predict model behavior on new inputs.

Natural Language Explanations. Following our previous work in interpretability, we conducted the
first faithfulness evaluation of model-generated natural language explanations for models that gener-
ate explanations before their answers, like in Chain-of-Thought reasoning [Hase et al., 2020]. Experi-
ments showed that language models with around 500M parameters could produce explanations that were
genuinely faithful to their reasoning process, rather than just superficially plausible to human readers.
Additionally, we were able to improve explanation faithfulness by optimizing agents for faithfulness
in a multi-agent communication game. Since then, Chain-of-Thought faithfulness has proven to be a
key problem in interpretability for LLMs [Turpin et al., 2023]. Later in this statement, I describe how
insights from multi-agent communication could be used to improve CoT faithfulness.

Supervised Reasoning. One of the main goals of interpretability is to ensure that models are right for

the right reasons. A key pathway to this goal is supervising model reasoning, using an interpretability
method to reveal the reasoning. We introduced objectives for supervising the features that VQA models
rely on in order to reduce their reliance on well-known spurious correlations common in many VQA
datasets [Ying et al., 2022]. By supervising differentiable measures of feature importance in models,
we were able to improve in-distribution and out-of-distribution accuracy by up to 7 points across three
standard benchmarks with SOTA model architectures.

Before this, we studied how language models might learn from natural language explanations to improve
their task performance [Hase and Bansal, 2021], building on predecessor methods to Chain-of-Thought
prompting [Camburu et al., 2018]. We developed a synthetic task that was solvable by a model retrieving
explanations seen for similar training points, but not by a model finetuned for the task, showing how
explanation data could augment traditional input-output supervision. This paper received a spotlight at
the 2022 ACL workshop on Learning with Natural Language Supervision.

SLAG: Sequential, Local, and Generalizing Model Updates
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Figure 2: Framework for Model Editing.

Model Editing. In addition to better under-
standing models via interpretability, we want
to control model behaviors in a fine-grained
way. In particular, we want to edit model
knowledge and beliefs whenever needed, with-
out having to repeat any expensive pretraining
or finetuning. In Hase et al. [2021], we devel-
oped a learned optimizer for editing multiple
facts in an LLM sequentially (Fig. 2) while
encouraging proper generalization w.r.t. (1) semantically equivalent facts (paraphrases), (2) logical con-
sequences of updated facts (entailed facts), and (3) unrelated knowledge. Previous methods completely

failed to edit multiple facts in a row and did not evaluate edits for their logical consequences. Since
then, we have explored conceptual challenges with model editing in a collaboration with a philosopher
at UNC [Hase et al., 2024b]. This is the first work to compare model editing in LLMs to rational belief
revision in Bayesian agents, formalizing the model editing problem and empirically demonstrating how
LLMs fall short of gold-standard Bayesian reasoning when adopting new information.
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One important application of model editing is unlearning sensitive information from LLMs. We lever-
aged insights from interpretability to develop new unlearning methods (ICLR spotlight: Patil et al.
[2023]). This is an important problem as pretrained LLMs are increasingly learning about dangerous
areas including bioweapons and cyberattacks [Li et al., 2024], and regulation in the U.S. and Europe
requires that private information can be deleted from AI systems [Henderson et al., 2023]. After we
showed that we could extract information from a model that had supposedly been deleted by past SOTA
methods, we proposed a new unlearning method that could lower information extraction attack success
rates from 59% to 2% by scrubbing information from multiple hidden layers in the model.

Mechanistic Interpretability. The aim of mechanistic interpretability is to identify causal mechanisms
underlying model behavior. In this vein, we have investigated how hidden representations influence
LLM’s expression of knowledge, connecting claims about interpretability to methods for controlling
models (NeurIPS spotlight: Hase et al. [2023]). Many model editing papers have claimed to adjust in-
dividual model answers to questions by localizing the relevant knowledge to certain model weights. We
showed that there is no relationship between knowledge localization results and editing method perfor-
mance for several standard localization methods, editing methods, editing metrics, language models, and
datasets. This finding suggests that where a fact is currently stored in an LLM is different from where
an edited version of that fact could be stored. Our analysis has raised the bar for claims of causation in
interpretability in subsequent work [Chang et al., 2024].

Scalable Oversight. Whereas work on model editing assumes we know what behavior we want to instill
in models, scalable oversight concerns how to align models with our goals even when we struggle to ex-
actly specify the desired behavior [Amodei et al., 2016]. For example, one application here is to develop
AI assistants for novel scientific research even if we can only supervise them on solutions to known
problems. We studied easy-to-hard generalization in LLMs in order to better understand how limited su-
pervision can be effective in controlling model behavior on problems that we may not know the answer
to [Hase et al., 2024a]. Interestingly, we found that LLMs could generalize to college-level STEM ques-
tions based only on weaker forms of supervision, like middle or high school questions, showing that it
can be possible to train an LLM to solve complex tasks using only weaker forms of supervision. Concur-
rent work from OpenAI on weak-to-strong generalization reported similar findings [Burns et al., 2023].

Future Directions
My vision for NLP and AI Safety is one where LLMs faithfully communicate their beliefs and reasoning
to us in natural language, and we use these reports to either verify that the models work as intended, or
to intervene on individual failures of models in order to continually align their behavior with our goals.
Achieving this vision requires advances in our ability to properly evaluate model explanation faithfulness
and control individual model behaviors.

Interpretability Through Natural Language. When explaining their reasoning in words, LLMs can
systematically misrepresent the reasoning underlying their behavior, even when generating explanations
before their answers like in Chain-of-Thought reasoning [Turpin et al., 2023]. This is a core challenge
in interpretability and controllability for LLMs, as it means that (1) verbal explanations may not reveal a
model’s true reasoning, and (2) when we supervise model reasoning as expressed by verbal explanations,
this may not actually control the model’s true reasoning. In this area, I am interested in research on:

1. Improving Explanation Faithfulness: Methods like CoT and RLHF have enabled models to pro-
duce natural language explanations alongside their solutions to tasks. In order to improve the
faithfulness of such explanations, we must improve the explanations’ precision and recall over
causal factors that influence model decisions. If the model explanation mentions a factor, it should
actually be causal (precision). If a factor is important, the model explanation should mention it
(recall). New training objectives will be critical for improving LLMs’ ability to verbalize these
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factors in their stated reasoning. We should also leverage insights from pragmatics to improve ex-
planations: models should highlight factors that humans expect to see or that could be surprising,
and this means using theory-of-mind to tailor explanations to the recipient.

2. Adversarial Evaluations: The field needs challenging benchmarks for explanation faithfulness in
order to hold interpretability methods to a high bar. I believe there is room for improvement in
adversarial evaluation of model explanations, i.e. evaluations specifically aimed to reveal inter-
pretability failures of models. When do models generate explanations that are inconsistent with
their behavior or their explanations for other data points? Over normal input distributions, it may
be hard to demonstrate such unfaithfulness. Adversarially searching through the input space should
help detect failure cases. Such an approach will be valuable for preventing faithfulness evaluations
from quickly saturating and reflecting over-optimism in models ability to produce consistent ex-
planations of their behavior.

Updating Model Beliefs and Behaviors. How can we adjust individual beliefs and behaviors in LLMs
when they act in undesired ways? This problem has become the focus of model editing research. Though
it is a promising and growing direction, this area has run directly into old problems in continual learn-
ing, as well as deeper problems in philosophy concerning belief revision in rational agents [Hase et al.,
2024b]. My goal is to make concrete progress on important applications of model editing while si-
multaneously building out the science of belief revision for LLM-based AI systems. I aim to explore:

1. Unlearning Dangerous Capabilities: As LLM capabilities continue to improve, they may soon
be leveraged for malicious purposes, including bioweapon or cyberattack development [Li et al.,
2024]. To prevent such risks, we need new methods for unlearning dangerous capabilities that
are robust against adversarial attacks, as we can expect that deployed LLMs will face adversarial
attempts to elicit such capabilities. Our previous work suggests we can leverage interpretability
techniques to safeguard against whitebox attacks [Patil et al., 2023]. I believe we can further
improve robustness against finetuning attacks and prompt attacks with metalearning methods that
train a model to be robust to perturbations to its weight or input space. The unlearning problem
also invokes important questions about what it means to fully unlearn something, particularly when
models retain related knowledge that could be useful for recovering the unlearned information.

2. Science of Beliefs in AI: When can we explain behavior of LLMs in terms of “beliefs” and “de-
sires”? While such a framework could help us explain LLM behavior, determining if it applies in
the first place requires a better understanding of rational behavior in these systems. Key questions
in this area include: How do models represent truthfulness, and do they aim to produce logically
consistent statements? Do they have internal world models that enable the logical propagation of
new beliefs? And do they rationally pursue goals on the basis of these beliefs? Precisely answer-
ing these questions will be crucial for making rigorous claims about LLMs and their likeness to
rational agents that pursue goals in the world.

The success of this research will produce LLMs that faithfully communicate their reasoning to people,
allowing us to verify whether their reasoning is trustworthy and aligned with human values. With a
deeper understanding of LLMs, we will assess if they can represent and interact with the world like
rational agents. Progress in these directions will address key challenges in AI safety, clarifying how we
can deploy AI systems responsibly and to the benefit of humanity.
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problems in ai safety. arXiv preprint arXiv:1606.06565, 2016. URL https://arxiv.org/pdf/
1606.06565.pdf.

4

https://arxiv.org/abs/1810.03292
https://arxiv.org/pdf/1606.06565.pdf
https://arxiv.org/pdf/1606.06565.pdf


Research Statement Peter Hase, Anthropic

Usman Anwar, Abulhair Saparov, Javier Rando, Daniel Paleka, Miles Turpin, Peter Hase, Ekdeep Singh,
Erik Jenner, Stephen Casper, Oliver Sourbut, Benjamin Edelman, Zhaowei Zhang, Mario Gunther,
Anton Korinek, Jose Hernandez-Orallo, Lewis Hammond, Eric Bigelow, Alexander Pan, Lauro Lan-
gosco, Tomasz Korbak, Heidi Zhang, Ruiqi Zhong, Seán Ó hÉigeartaigh, Gabriel Rachet, Giulio
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Executive Summary

I have always deeply enjoyed teaching and mentoring others, and I feel that teaching is especially im-
portant now as so many students flock to computer science and AI. I have several years TA experience,
including up to two courses per semester, and past mentees of mine are now in PhD programs after fin-
ishing their undergraduate degrees. I’m honored that two of them wrote letters of support for my faculty
applications, attesting to our time working together. My goal in teaching is to equip students with deep
conceptual understanding of the topics at hand and to improve their overall technical literacy.

I am particularly excited to teach introductory courses that draw students into the discipline, as well as
advanced seminars closer to my areas of research expertise:

• Intro to NLP
• Intro to Data Science
• Intro to Machine Learning
• Probability
• AI Safety / AI Ethics / Responsible AI
• Interpretable Machine Learning

Teaching and Mentoring

Teaching. At UNC, all PhD students take a course on pedagogy where we practice technical lecturing
skills and develop active learning exercises. The department chair commended my practice lecture
on Bayes Rule for its clarity and engaging exercises. Before UNC, I gained two years experience as
a teaching assistant during my undergrad at Duke. During this time, I was nominated for TA of the
Year, one of five nominations in the department. My classes included Regression Analysis, Intro to
Data Science, Intro to Machine Learning, Intro to AI, and Probabilistic Machine Learning (a graduate
course). All of these classes involved regular office hours as well as weekly labs where I covered relevant
material and exercises, often including new content, with a group of up to 25 students. I always felt that
I did not truly understand a topic until I could teach it to someone else, so I believe I learned as much
TAing as I did in many of my own classes.

In a faculty role, I would be especially interested in teaching introductory classes on NLP and related
topics, as well as graduate level seminars on research areas including interpretable machine learning,
multi-agent communication, AI ethics, and AI safety.

Mentoring. I find the idea of mentoring PhD students to be one of the most compelling features of
academic work. I have previously mentored high school students (David Liu), domestic and interna-
tional undergraduate students (Zhuofan Ying, Harry Xie), and early PhD students (Vaidehi Patil). Harry
Xie and I worked together on projects in natural language explanation methods and feature attribution
methods, which were published in Findings of EMNLP and NeurIPS, respectively. Harry graduated
from Duke University and worked at Google before beginning his PhD in Statistics at Carnegie Mellon
University. Zhuofan and I worked together on two projects, on supervising feature importance in VQA
models and explaining foreground vs. background reliance in vision models, both of which were pub-
lished at NeurIPS. Zhuofan graduated from UNC Chapel Hill and has started his PhD in Computational
Neuroscience at Columbia University. Most recently, I worked with Vaidehi on a project on unlearning
sensitive information from language models, which was published as a spotlight at ICLR 2024. Vaidehi
continues her research in Mohit Bansal’s lab at UNC. All of these mentoring relationships have been
immensely fulfilling to me, and I truly enjoyed helping these students grow into independent and capa-
ble researchers in their own right. See my application materials for two letters of support that Zhuofan
and Harry wrote for me about our time working together.
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Science Communication

Invited Talks. During my PhD, I had the honor of giving 15 invited talks at industry, university, non-
profit, and government groups, including venues such as Uber and OpenAI, Berkeley and Stanford,
the Allen Institute for AI, and the National Institute for Standards and Technology (NIST). I believe
it is imperative to share the results of our work widely among industry practitioners and government
agencies, in order to help translate basic science into reliable AI technologies and effective regulatory
policies in society. For example, NIST was interested in work we had done on evaluating explainability
methods in AI, while at OpenAI I covered work on generalizing from easier data to harder data that is
more costly to label.

Public Communication. AI systems have rapidly become part of everyday life, with people regularly
relying on them for work and personal decision-making: ChatGPT has over 10 million weekly users. It
is crucial, therefore, that the public hear from experts about how to understand these systems and what
to expect from them. Previously, I have engaged with journalists, news outlets, and podcasters to reach
a broader audience on AI issues. For example, our work has appeared in Nature magazine, I’ve been
on local news in North Carolina, and I’ve gone on podcasts like TWIML to talk about our research.
Recently, I consulted for a United Nations report on LLMs and international security.

Diversity, Equity, and Inclusion

DEI in Research. Some draw a distinction between “core” machine learning and work on fairness,
value-alignment, and socio-technical work in machine learning. I reject such distinctions, since it is
a critical part of academia’s mission to promote the production of knowledge in a way that advances
human values, and not just to cater to a field’s latest intellectual interests. I aim to uphold values of
diversity and inclusion as I work with others on technical AI research, mentor students, and serve my
academic community. I believe that NLP and AI Safety are key areas for connecting DEI to research, as
we aim to make models more interpretable to humans and align them to human values.

Community Building. I have worked to create inclusive academic spaces at both local and field-wide
levels. For two years I was an officer on the Computer Science Student Association at UNC. As a part
of this role, I helped organize social events for grad students including tea times, bar nights, and shared
meals. We also summarized faculty meetings to keep graduate students informed about the department.
This past year, I helped organize RepL4NLP, a long-running workshop to be hosted at ACL 2024, as well
as the Towards Knowledgeable Language Models workshop, also at ACL 2024. My role in organizing
involved managing review assignment and collection, discussing program content with the organizing
committee, and recommending speakers to invite.
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Paper #1

Title: Evaluating Explainable AI: Which Algorithmic Explanations Help Users Predict Model Behav-
ior?

Authors: Peter Hase and Mohit Bansal, UNC Chapel Hill

Link: link to paper

Venue: ACL 2020 (300+ citations)

Significance: Historically, many interpretability methods have been introduced with convincing case
studies, only to later fail basic sanity checks, like providing similar explanations for randomly initialized
models as for trained models. As a result, there has been a clear need for stronger evaluations in the area.

We developed human subject tests for rigorously assessing explanation faithfulness, i.e. how well expla-
nations represent model reasoning. Using simulation tests, we showed that a number of widely popular
interpretability methods failed to improve causal understanding of even small neural networks on rela-
tively simple tasks. A simulation test works by showing users model explanations for some data points,
and then testing if they can predict model outputs for similar data points. This test measures the accu-
racy of a user’s mental model of an AI system. If the explanation tells the user, in a generalizable way,
how the model relies on input features in order to arrive at its predictions, they should be able to predict
its outputs on other data. While our study provided strong evidence that many methods were not living
up to their claims of improving model understanding, the one exception was local linear explanations
on tabular data, e.g. LIME and SHAP. This one positive result helped confirm to us that interpretability
for deep learning models was possible, but it was going to be a challenge for the field to solve over
the coming years. Our framework has influenced later work evaluating both mechanistic interpretability
methods as well as natural language explanations.

Paper #2

Title: Does Localization Inform Editing? Surprising Differences in Causality-Based Localization vs.
Knowledge Editing in Language Models

Authors: Peter Hase1, Mohit Bansal1, Been Kim2, and Asma Ghadenharioun2

1UNC Chapel Hill
2Google DeepMind

Link: link to paper

Venue: NeurIPS 2023 (Spotlight; 100+ citations)

Significance: The aim of mechanistic interpretability is to identify causal mechanisms underlying
model behavior. In this vein, we have investigated how hidden representations influence LLM’s expres-
sion of knowledge, connecting claims about interpretability to methods for controlling models. Many
model editing papers have claimed to adjust individual model answers to questions by localizing the rel-
evant knowledge to certain model weights. We showed that there is no relationship between knowledge
localization results and editing method performance for several standard localization methods, editing
methods, editing metrics, language models, and datasets. This finding suggests that where a fact is
currently stored in an LLM is different from where an edited version of that fact could be stored. Our
analysis has raised the bar for claims of causation in interpretability in subsequent work and spurred
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a variety of follow-up investigations into what kinds of information and capabilities can be uniquely
attributed to specific model components.
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Bigelow, Alexander Pan, Lauro Langosco, Tomasz Korbak, Heidi Zhang, Ruiqi Zhong, Seán Ó hÉigeartaigh,
Gabriel Recchia, Giulio Corsi, Alan Chan, Markus Anderljung, Lilian Edwards, Aleksandar Petrov,
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Significance: This paper is a 175 page agenda paper on open problems in scientific understanding of
LLMs, safe development and deployment of models, and associated sociotechnical challenges. Along
with Miles Turpin, I developed the section on Tools for Interpreting or Explaining Model Behavior
(8 pages of the agenda). Our section covers key problems with mechanistic interpretability, natural
language explanations, and formal program synthesis methods. We ultimately recommend 17 specific
research questions for the community to work on. I believe that agenda papers like this are important for
guiding the broader field of AI Safety. For example, as sparse-autoencoders have captured the attention
of the interpretability community, many new papers have focused on small changes to objectives for
training the autoencoders. We want to refocus future work on important challenges that prevent SAEs
from being useful in practice, including that SAEs are not yet useful for controlling model behavior
better than simple instruction-following, and most evaluations can be described as “searching under the
streetlight” (i.e., not focused on uncovering unknown problematic model behaviors). We also make
direct recommendations for work on natural language explanations – the single most common medium
researchers use to understanding and diagnose problems with model reasoning – and program synthesis,
an approach which could potentially offer formal guarantees for interpretability. Besides steering the
field, this work makes concrete a set of research questions I would personally be interested in investi-
gating in my own future work.
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