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AI Safety
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Misuse
Bioweapons
Cyberattacks
Surveillance

Misalignment
Reward Hacking

Deception
Wrong Goals

Accidents
Mistakes

Not Robust
Pipeline Failures

Emergent Harms
Mass Unemployment
Power Concentration

Arms Races



AI Safety

2022 NLP Community Metasurvey
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This was pre-ChatGPT!

Hase et al.

https://arxiv.org/abs/2208.12852


AI Safety

What do we do about this?

Hase et al.
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AI Safety

Sociotechnical Research
● Understand risks better
● Develop mitigations

Many other things…
● Science communication
● Supporting policymakers
● Supporting responsible industrial practices
● Forecasting progress, third party auditing, consensus-building
● etc.

Hase et al.
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This Talk

Sociotechnical Research
● Interpretability: understand how models make decisions
● Controllability: adjust model behavior at a fine-grained level

Hase et al.
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Understanding              Control



This Talk

1. Open Problems in Interpretability

2. Model Editing as Belief Revision

3. Scalable Oversight: Easy-to-Hard Generalization

Hase et al.
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Interpretability

Hase et al.
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Sec. 3.4

TMLR 2024



Definitions

A model is interpretable if we can form accurate beliefs about how it works

“How it worksˮ = causal chains of events that lead to model outputs

12

Hase et al.



Why Interpretability?
● We evaluate models with test data  →  accuracy
● But can we verify their reasoning?

13

(Jacovi et al., 2020)

Works as intended 
in general

Works as intended 
on test distribution

Explanation Testing

Hase et al.

https://arxiv.org/pdf/2010.07487.pdf


Why Interpretability?
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Example adapted from 
Lakkaraju et al. (2022)

Hase et al.

https://arxiv.org/pdf/2202.01875.pdf
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Example adapted from 
Lakkaraju et al. (2022)

vs…

Hase et al.

https://arxiv.org/pdf/2202.01875.pdf
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Interpretability

Hase et al.
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- SAEs & Superposition

- CoT Faithfulness
- Bad Abstractions for 
Language Models

- Evaluating Usefulness
- Concept mismatch 
between AIs & Humans



Interpretability

Sparse-Autoencoders SAEs
● Learn latent features in an unsupervised manner
● Look at max activating examples and tokens

Hase et al.
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Templeton et al. 2024

https://transformer-circuits.pub/2024/scaling-monosemanticity/index.html


Interpretability

○ Noisy, hard to scale

Open Challenges
1. When is interpretation correct?
2. On what is interpretation based?
3. How to pick sourcing dataset?
4. How to find unexpected features?

Hase et al.
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Sparse-Autoencoders SAEs
● Learn latent features in an unsupervised manner
● Look at max activating examples and tokens
● This is a human-in-the-loop process



Interpretability

Chain-of-Thought CoT Faithfulness
● Models give inconsistent reasoning across different inputs

Hase et al.
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Turpin et al. 2023

https://arxiv.org/pdf/2305.04388


Interpretability

Chain-of-Thought CoT Faithfulness
● Models give inconsistent reasoning across different inputs

Hase et al.
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● Surprising since 1 CoT comes before answer, 2) improves accuracy

Open Challenges
1. Can we train models to use consistent reasoning across inputs? 
2. Can we train models to report causal features in CoTs?
3. How can models efficiently explain themselves?
4. What kinds of tasks are hard to explain in words?



Interpretability

Evaluating Usefulness
● Interpretability is hard

Hase et al.
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Interpretability

Evaluating Usefulness
● Interpretability is hard

Hase et al.
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● Want to detect bad reasoning and intervene

Open Challenges
1. Detecting bad reasoning: predict OOD generalization
2. Control model reasoning, reliance on features (steering)
3. Discover unexpected behaviors
…better than baselines (test sets, prompting, finetuning, monitoring)



Interpretability

Hase et al.
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Sec. 3.4

TMLR 2024

11 challenges 
in the paper!



This Talk

1. Open Problems in Interpretability

2. Model Editing as Belief Revision

3. Scalable Oversight: Easy-to-Hard Generalization

Hase et al.
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Model Editing as Belief Revision

Hase et al.
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Model Editing as Belief Revision

Model Editing
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https://en.wikipedia.org/wiki/Mary_L._Good 3/9/23

Why Model Editing?
Hase et al.
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Wrong

Wrong

Wrong

Wrong



https://en.wikipedia.org/wiki/Mary_L._Good 2/13/24

Why Model Editing?
Hase et al.
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Wrong

Right

Right

Wrong

Fast forward one year…



Why Model Editing?
Usual argument goes like…
● Pretraining and finetuning large models over lots of data is expensive
● We can identify errors but want to avoid retraining
● Want to fix errors one at a time

Hase et al.
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Why Model Editing?
Usual argument goes like…
● Pretraining and finetuning large models over lots of data is expensive
● We can identify errors but want to avoid retraining - would this help?
● Want to fix errors one at a time
● Applications in unlearning

Hase et al.
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Model Editing as Belief Revision

Model Editing

Hase et al.
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Belief Revision: incorporating new information into existing beliefs
● Belief: sentence in a formal language
● Agent assumed to know all consequences of their beliefs
● Goal is to achieve epistemic rationality



Model Editing as Belief Revision

 Model Editing = Belief Revision

Hase et al.
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?

Goal (De Cao et al., 2021; Mitchell et al. 2022; Meng et al. 2022):
● Update models with “new knowledgeˮ 
● While maintaining “logical consistencyˮ
● This is belief revision
● Great! This is a well-studied problem
● …a well-studied, unsolved problem



Model Editing as Belief Revision

Model Editing

Hase et al.
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Model Editing as Belief Revision

Past work:
● Compare to human beliefs
● Nearly no evaluation of logical consistency

Our work:
● Compare to Bayesian agent (gold standard)
● Evaluate consistency against idealized rational updates

Hase et al.
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Model Editing as Belief Revision

Comparing LMs to Bayesian agents
1. Make pretraining data
2. Pretrain an LM on it
3. Fit a Bayesian model to it
4. Give a new fact to the LM, Bayesian model
5. Compare how they update on the new fact

Hase et al.
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Model Editing as Belief Revision
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a. Sample facts from Wikidata
 (subject, relation,     object)

Grace Stone Coates, educated at, scions)
b. We specify dependencies:

occupation | education
c. Create dataset with:

Upstream facts → downstream facts



Model Editing as Belief Revision

Comparing LMs to Bayesian agents
1. Make pretraining data
2. Pretrain an LM on it

a. 83m parameters
b. 1B tokens

Hase et al.
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Model Editing as Belief Revision

Comparing LMs to Bayesian agents
1. Make pretraining data
2. Pretrain an LM on it
3. Fit a Bayesian model to it
4. Give a new fact to the LM, Bayesian model

a. Model editing for LM with LoRA
b. Bayesian update is closed form

Hase et al.
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Model Editing as Belief Revision

Comparing LMs to Bayesian agents
1. Make pretraining data
2. Pretrain an LM on it
3. Fit a Bayesian model to it
4. Give a new fact to the LM, Bayesian model
5. Compare how they update on the new fact
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Grace Stone Coates went to architecture school
→

Sheʼs probably an architect!



Model Editing as Belief Revision

Hase et al.

Comparing LMs to Bayesian agents
1. Make pretraining data
2. Pretrain an LM on it
3. Fit a Bayesian model to it
4. Give a new fact to the LM, Bayesian model
5. Compare how they update on the new fact
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Model Editing as Belief Revision

Hase et al.
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ands, ors, nots, “X is Trueˮ



Model Editing as Belief Revision

Do updated LM probabilities look like updated Bayesian probabilities?
● No
● Did the LM output change like it should have? 
● It does 1% of the time

Hase et al.
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Model Editing as Belief Revision

Hase et al.
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Model Editing as Belief Revision

Was any of this surprising?
● The model fits the data…but itʼs not a very interesting model
● This is about 1) defining the problem and 2) benchmarking

Hase et al.
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The other half of this paper was philosophy + opinion
● Describes 12 Open Challenges
● Our benchmark side-steps a bunch of them by training from scratch on a 

formal language
● But we have to solve them for real LMs

Model Editing as Belief Revision

Hase et al.
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Was any of this surprising?
● The model fits the data…but itʼs not a very interesting model
● This is about 1) defining the problem and 2) benchmarking



Model Editing as Belief Revision

● We know Beyonce had seven previous studio albums
● What did the model think?
● Problem of Background Beliefs
● Applies even to what counts as evidence (Hempel, 1945)

Hase et al.
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Scalable Oversight: Easy-to-Hard Generalization

1. Open Problems in Interpretability

2. Model Editing as Belief Revision

3. Scalable Oversight: Easy-to-Hard Generalization

Hase et al.
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Scalable Oversight: Easy-to-Hard Generalization
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Hase et al.

ACL 2024



      It is challenging to train models when outputs are difficult to evaluate

Scalable Oversight
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Hase et al.

(Amodei et al., 2016)

https://arxiv.org/abs/1606.06565


Weak-to-Strong Generalization
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Hase et al.

(Burns  et al., 2023)

https://openai.com/index/weak-to-strong-generalization/


● How will models generalize from easy train data to hard test data?
○ Easy = High schooler can do it
○ Hard = PhD can do it

● Why does this matter?
● We want to supervise models to answer hard questions for us 

○ e.g. specialized domains
● But…

Gathering labels for hard questions is expensive and difficult
     →

Scalable oversight problem

Connection to Easy-to-Hard Generalization

56

Hase et al.



● How will models generalize from easy train data to hard test data?
○ Easy = High schooler can do it
○ Hard = PhD can do it

● Why does this matter?

If easy-to-hard generalization is good

Connection to Easy-to-Hard Generalization

57

Hase et al.

Then no scalable oversight problem
(the solution is to train on easy data)

What about interpretability and controllability?



Easy-to-Hard Generalization
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Model fit to 3rd grade questions almost as good as model fit to college questions

Mixtral-8x7b model, prompted with 10 examples

Hase et al.



We introduce the Supervision Gap Recovered SGR

Easy-to-Hard Generalization

59

89.9
89.7

83.1
83.1

SGR =  97%

Hard Test Accuracy vs. Train Data

Hase et al.



Easy-to-Hard Generalization

60

Hase et al.

1. Education / grade level
2. Expert rating
3. Required cognitive skills
4. Question length
5. Answer length
6. Compositional reasoning steps
7. Model-based hardness

(datapoint loss w/ weaker LM

What can we measure?



Easy-to-Hard Generalization
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1. Education / grade level
2. Expert rating
3. Required cognitive skills
4. Question length
5. Answer length
6. Compositional reasoning steps
7. Model-based hardness

(datapoint loss w/ weaker LM

Data we use…
● 3rd grade to college STEM
● Compositional reasoning in 

math and general-knowledge 
trivia

What can we measure?



Easy-to-Hard Generalization
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Hase et al.

4 datasets
6 human hardness measures
1 model-based measure



Easy-to-Hard Generalization
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We need to define 
easy and hard

Hardness Measure Easy Medium Hard

ARC Grade 3-5 6-7 8

ARC Expert Difficulty 1 2 3

ARC Bloom Skill 1-2 3 4-5

MMLU Grade High School College

StrategyQA Reasoning 1-2 3 4-5

GSM8k Reasoning 2-3 4-5 6-11

Question Length, 
Answer Length, MDL

30th percentile … 70th percentile



Easy-to-Hard Generalization
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Hase et al.

● Finetune open-source LLMs on data (either easy/hard/none)
● Test them on hard test data
● Measure Supervision Gap Recovered

Experiment Setup



Easy-to-Hard Generalization
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Hase et al.

The Supervision Gap 
Recovered is 70-100% 
across hardness measures 

Llama-270b
ICL with k≤10



Easy-to-Hard Generalization
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Hase et al.

● Easy supervision is 70100% as good as hard supervision
● We might be able to get by with imperfect reward signals 

Conclusions



Interpretable and Controllable Language Models

This Talk

Hase et al.
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1. Open Problems in Interpretability
Many open problems! From SAEs to Evals

2. Model Editing as Belief Revision
Compare LM edits to Bayesian posteriors

3. Scalable Oversight: Easy-to-Hard Generalization
Easy data is surprisingly good



Thank You!
PDFs + Code: 
https://peterbhase.github.io/research/ 

Contact Info:
Peter Hase, Anthropic
peter@cs.unc.edu
https://peterbhase.github.io  

Hase et al.
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https://peterbhase.github.io/research/
https://peterbhase.github.io


Model Editing
Hase et al.
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● How should we evaluate model edits?
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Model Editing
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● How should we evaluate model edits?



Model Editing
Hase et al.
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…or t5-base knowledge not 
structured very logically

Editing not very precise…



Easy-to-Hard Generalization
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● Previous experiments used equal amounts of cleanly labeled easy and 
hard data

● This is actually unrealistic
● Hard data is more expensive and labels are noisier
● What if hard data is 2x as costly to collect?
● What if hard data is 2x as noisy as easy data?

- 2x as much high school data as college data in MMLU
- Expert error rate in GPQA (grad questions) more than 2x 

expert error rate in MMLU (undergrad questions)



RQ4 Scaling Model Size & Train/Test Hardness
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ICL with k=10



RQ4 Scaling Model Size & Train/Test Hardness
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● We want to increase the gap between train and test hardness
● We know that accuracy declines with test hardness

→ fix test hardness, vary train hardness



RQ4 Scaling Model Size & Train/Test Hardness
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Hase et al.

When train-test gap is big enough…

SGR: 74% → 57%



RQ4 Scaling Model Size & Train/Test Hardness
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Hase et al.

The supervision gap recovered is robust across model scale
Easy-to-hard generalization may decline with very large train-test gaps



Discussion
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● Are our tasks hard enough to provide generalizable results?
○ We personally couldnʼt annotate MMLU
○ We consider 3rd grade to college generalization

● How are the LMs actually doing this?
○ Training elicits some latent knowledge/skill that is hardness-invariant
○ Not merely learning the task format

● Why not use test questions that arenʼt taught by the train data?
○ Wouldnʼt that be true generalization?
○ Our aim is to elicit knowledge we suspect the model may know, without 

knowing it ourselves – not teach something new



1. How Can We Measure Hardness?
Diverse human and model-based measurements

2. How Good Is Easy-to-Hard Generalization?
Easy supervision is 70100% as good as hard supervision

3. Cost-Benefit Tradeoffs of Easy vs. Hard Data
Collecting easy data can be better than hard data

4. Scaling Model Size & Train/Test Hardness
Results robust across model size
Huge train-test gaps could be an issue

Conclusion

81
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Examples
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RQ1 How Can We Measure Hardness?
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Hardness measures do not
correlate strongly



StrategyQA

RQ1 How Can We Measure Hardness?
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Hardness measures do not
correlate strongly



RQ1 How Can We Measure Hardness?
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RQ1 How Can We Measure Hardness?
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Model-based hardness: Minimum description length MDL 
● (Voita and Titov, 2020)
● How “longˮ does it take a model to learn the datapoint?
● Average loss

○ Avg across n = 5, 20, 80, 340, 900} training points
● Training

○ Linear classifier
○ QLoRA
○ Zero-shot “MDLˮ with n = 0

● Avg over some “weakerˮ models
○ Falcon-7b, Mistral-7b, Persimmon-8b, Llama-17b

https://arxiv.org/pdf/2003.12298.pdf


RQ1 How Can We Measure Hardness?
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Model performance declines
w.r.t. hardness measures

Llama-2-70b
ICL with k≤10



RQ1 How Can We Measure Hardness?
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RQ2 How Good Is Easy-to-Hard Generalization?
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RQ2 How Good Is Easy-to-Hard Generalization?
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Hase et al.

Results robust across
training methods



Easy-to-Hard Generalization
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Llama-270b ICL with k≤10

We just saw these SGR values



Easy-to-Hard Generalization
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SGR values even higher when 
testing on “all” data

Llama-270b ICL with k≤10



RQ4 Scaling Model Size & Train/Test Hardness

97

Hase et al.

Easy is barely worse
than Medium

Llama-270b
ICL with k≤10



Test Data Leakage?
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Effect of Reasoning

99

Hase et al.



1. The baseline in SGR vs. PGR
2. We train on easy or hard data, not both

a. Requires “knowing what you knowˮ (identifying easy data)
b. Does not require knowing what hard questions look like

3. Human hardness variables in addition to model-based
4. All experiments with publicly available data and models (up to 70b 

params)
5. No early stopping
6. E2H seems to work better than W2S

Differences with Weak-to-Strong Paper

100
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Task Format Prompts - Hard Test Data
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75% 55% 2% 66%



Task Format Prompts - All Test Data
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0.95± 1.58 (p = 0.2325)

84%

2.88± 1.69 (p = 0.0008)

63%

6.33± 4.89 (p = 0.0100)

36%

2.10± 1.93 (p = 0.0329)

86%



Easy-to-Hard Generalization
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Easy training data can be
better than hard data

Llama-270b with
linear probe

Testing on MMLUSTEM5
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Easy training data can be
better than hard data

Llama-270b with
linear probe

Testing on MMLUSTEM5


